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1 Introduction

The employment research field is vast and complex [1, 6], with a large amount
of literature dedicated to understanding which factors affect employability [5,
7] and which actions can be taken to enhance employability, either in general
or for specific groups [8]. In the same perspective, the use of machine learning
represent an opportunity to deal with those challenges [18], specially for large
employment institutions which have massive amounts of data on both employers
and candidates available that can be applied to various employability enhance-
ment measures. In the literature, there are examples of machine learning models
that predict how likely a person will be employed [16, 3, 4], and job recommen-
dation systems [13] that give suggestion to users given her/his characteristics.

A key issue with modern AI models, is their ’black box’ nature, meaning
that predictions are very difficult, if not impossible, to explain [9]. The field
of explainable AI [9, 21] has raised a number of methods that aim to provide
such explanations (by ironically adding another layer of complex explanation
algorithms). In this paper, we focus on a popular instance-based explanation
approach: the counterfactual. A counterfactual explanation provides the min-
imum set of input features that have to be changed in order to change the
predicted class of an observation. For example, a person that was denied for
a job position can have as counterfactual explanation things like: If your skills
would include Python and AWS, and if you would also add Dutch as one of the
languages you master, then the prediction would change to suitable for this data
science position. They provide explanations for individual predictions [19], and
have emerged as a popular and promising tool to explain individual predictions
as they are simple, easily understood by people [17] and have key advantages
over feature importance methods like SHAP [10] and LIME [15]. Applied to the
employability field, a counterfactual could not just help in the task of making
black box models understandable, but they could also be used for individual
career advice or to find potential biases in automated decision algorithms.

We find eight use cases for the use of counterfactual explanations in an em-
ployment context, with different requirements, methodological implications and
relevant stakeholders, as illustrated in Figure 1. Using a dataset of over 12 mil-
lion job listings and more than 3.5 million resumes from a Belgian employment
institution, we demonstrate how these explanations can lead to valuable insights
for various stakeholders.
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2 Methodology

The dataset is obtained from VDAB, which is a public employment service in
Flanders (Belgium). This dataset contains detailed information about both the
job seekers and vacancies profiles. In this paper we focus on the structured part
of the dataset consisting of the skills people can possess. These skills consists of
three main categories: studies, competences and languages. The studies include
information on all recognized academic degrees in Belgium, ranging from high
school degrees to bachelors, masters and PhD’s. Competences consist of more
specific skills such as mastering certain software applications or coordination
a team. Finally, there is detailed information about the languages and their
corresponding level.

Fig. 1. Schematic overview of counterfactual generation and use cases.

The goal is to build a model that predicts how employable a certain job seeker
is for a specific vacancy. As labels are missing, a weighted similarity matching
prediction model is built that scores the match between a job posting and a
resume, with weights determined by the popularity of a skill. Note that the
black-box nature comes from the very large dimensionality of the data, as well
as from the possibly non-linear prediction models that are commonly used [11,
14]. We use SEDC [11] as a model-agnostic counterfactual generating algorithm,
shown to provide explanations in an efficient manner. Due to its model-agnostic
nature, SEDC can be applied to any model which guarantees that it can also
be used for any future model that is deployed for the prediction of fits between
jobs and resumes.

The generation of counterfactual explanations for a random sample of 1,000
job seeker resumes took on average 1.02 seconds, while the average size of an ex-
planation (the number of changes to modify the prediction from not-employable
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to employable) was 2.48 features. These numbers are well within the foreseen
constraints of practical use. To avoid any confidentiality issues, the provided
explanations below are not necessarily built on the obtained dataset.

3 Use cases

3.1 Use cases for the job seeker

Automatic individualized career advice Employment is one of the main issues
graduates have to face every year [16], so insights in how one could improve its
prospects on a job has large personal, social and economic value. Counterfactual
explanations could be used to give personal career advice to individuals search-
ing for a job, where these explanations highlight which skills one would have to
learn to get access to the job(s). Consider a person with a degree in Business
Administration and a job posting for Business Analyst. The counterfactual ex-
planation shown below, illustrates that the user would be recommended to add
the skills Excel and Tableau.

If you would also have the skills Excel and Tableau,
then the prediction would change from not suited for the job to suited for the job.

’Why was I recommended this job?’ Similarly, a job seeker will be presented with
some vacancies, by an employment service using automated prediction models,
and would like to know why this is the case, surely when the job does not seem
well aligned with the profile of the job seeker. An explanation can reveal why this
is the case. Unlike the previous use case, in this counterfactual explanation, skills
can be removed from the resume (whereas previously we only looked at adding
skills in order to change the class). These explanations answer the questions:
’Why was I recommended this job? Which skill do I have to remove to no
longer receive this recommendations?’ The below explanation reveals that adding
skills to your resume that are irrelevant for the job at hand (for example an IT
position), can negatively influence your prediction. Such an explanation easily
reveals what not to put on your resume (and potentially also, what skills to
add).

If you would not have the skills carpentry and sowing
then the prediction would change from not suited for the job to suited for the job.

Gain trust and social acceptance into the model A more general use case for job
seekers is obtaining trust in the model and employment service system at large.
In general, when machine learning algorithms are used to make (or suggest) any
decision to an user, trust is a crucial aspect to consider, specially when dealing
with sensitive topics such as employability. People are more likely to accept a
machine learning model, if their decisions are understandable [2]. Counterfac-
tual explanations can be used as a mean to gain user trust [23] and, therefore,
enhancing the acceptance and impact of complex machine learning systems.



4 R. Mazzine et al.

3.2 Use cases for the institutional level

Show hidden bias present in the data Sensitive attributes are often present in the
dataset that employments models are trained on, think for example about the
well-known case of the automated Amazon recruitment system [12]: the predic-
tive model, trained on historical data, was built to predict whether a candidate
was suitable for an engineering position, based on the words of the resume. The
model seemed to have a high accuracy, yet it had learned a bias against women
by downgrading all-female universities or the occurrence of the word “women’s”
[12]. Counterfactual explanations could be used to reveal this bias, as shown
below.

If you would remove the words ‘women’s’ and ‘all-women university ’ from your resume
then the prediction would change from not suited for the job to suited for the job.

Learn new insights from the model New insights into the model and the data can
be gained by using counterfactual explanations. An example of this is finding
population-level reschooling advice. By aggregating the counterfactual explana-
tions for all job seekers (or for a given segment), we can see which are the skills
that were recommended the most to job seekers. This could spur reschooling ad-
vice, and be valuable for both governmental institutions as for the employment
institution itself, as it can offer additional training courses in this area. Figure 2
shows how such analysis could provide both insights for general population and
for a specific sector inside population (in this case, people with a Master in
Computer Science), where we highlight that the required skills to increase em-
ployability can be different depending on the population being investigated.

Fig. 2. Conceptual example of most frequently occurring missing skills and languages
(features in the counterfactual explanations) of the general population (left chart) and
people that have a Master in Computer Science (right chart).
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Comply with GDPR regulations If an automated system makes a decision for
you that can significantly affect you, which certainly is the case for employment
related decisions, a subject has the right to be given an explanation according to
the EU General Data Protection Regulation [22]. Counterfactual explanations
are a way to comply with this regulation, without opening the black box.

3.3 Use cases for data scientists

Model improvement Due to the high complexity of machine learning models,
unexpected classifications (including misclassifications) can occur unknowingly.
Counterfactual explanations can reveal the underlying reasons of such cases The
below explanation reveals, for example, a resume that is classified as not suited
for a given job posting, simply because it is written in French. This likely is due
to a bias of few French resumes, which happened to be unsuitable for the listed
vacancies. This counterfactual explanation would reveal to the data scientist to
either remove or translate these resumes from the dataset, or to add more labeled
French resumes.

If you would remove the words ‘université’ and ‘rue’ from your resume
then the prediction would change from not suited for the job to suited for the job

Verifying the model Finally, counterfactuals are useful in this case by helping to
verify why a model made a decision [20], thereby verifying that a reasonable pat-
terns has been learnt. This use cases is similar to the one of trust, but now aimed
at the data scientist, with often more specific technical impact. For instance, as
part of the MLOps processing pipeline, counterfactuals could be used in several
points to verify if any of the changed features are protected or sensitive.

3.4 Conclusion

The eight use cases show the merits of counterfactual explanations for employ-
ment services, when using prediction models. These explanations can be used
to improve the trust in such automated systems, improve the model perfor-
mance, dispense career advice, reveal unfair bias, and even provide directions
for reschooling efforts. The applied SEDC algorithm is able to provide explana-
tions in a timely manner, quite crucial in this domain where an end user will not
want to sit idle in front of a screen, waiting for an explanation. And even though
the dimensions of the data are very large (in the thousands), the explanations
are quite short and hence understandable for a lay user. In future work, we con-
sider the validation with end users, and further development and adaptation of
counterfactual generating algorithms to allow to include constraints on whether
to add and/or remove evidence in order to obtain a class change, as different
end goals can answer distinct questions.
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