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1 Introduction

With a vast amount of available data, companies in almost every sector are devoted to
exploiting this data for gaining a competitive advantage [1]. In recent years, many organi-
zations focus more and more on data-driven insights to support daily decision-making [2].
The field of human resources (HR) is strongly anticipating the transformative potential of
big data, analytics, and machine learning [3]. Hence, albeit with a certain delay [4, 5], HR
departments are actively looking for ways to adopt analytical techniques to execute activ-
ities where current evidence-based techniques are supplemented with data-driven insights.
Consequently, HR analytics as a discipline and research field is strongly gaining impor-
tance. However, despite the notable rising enthusiasm for HR analytics, the adoption
rate of insights from the scientific literature to practice in businesses remains limited [6].

As organizations are moving away from rigid structures and are delayering hierarchy,
career ladders that steer internal flows of employees become more and more blurry [7,
8]. Therefore, the traditional internal market organization theories, which mainly focus
on economic and institutional factors [9], are being challenged by more data-driven
mechanisms with the help of new electronic human resource management (e-HRM)
regimes [10, 11]. More and more, organizations are looking into data-driven decision
support on how employees can be mobilized within an organization to help plot a path
for changing careers or identifying how to move forward in their current career path [12].

Given the longitudinal structure of HR data that spans multiple years, a series of subse-
quent activities can be defined per employee. We regard the career of an employee within
an organization as a sequence of activities as is done in the domain of process analytics
[13]. Hence, the HR data can be transformed into the format of an event log. Events refer
to the execution of such activities, resulting in start, completion, and/or cancellation
recordings in an event log.The process perspective, resulting in a comprehensive end-to-
end view, offers a dynamic approach that corresponds well with the increasing complexity
of career paths. Appendix A displays an employee journey map, derived from an event log.
We focus on the career paths of employees within an organization by predicting a

performance score between an employee and a job position with the aid of recommender
systems (RSs), where matches are rated with a score y (see Section 4). Translated to the
context of HR, RSs can be deployed to propose fitting jobs to employees and vice versa.
We start with a collaborative filtering (CF) approach, which recommends matches based
on the performance similarity with other employees. To integrate personal employee infor-
mation like education and field of study into the RS, we introduce social regularization.



2 S. De Vos et al.

2 Motivation, related work, and contributions

Motivation. Consider the example in Figure 1, representing a simplified employee
journey map where three employees can visit eight possible functions, resulting in three
separate career paths. A more realistic employee journey map can be found in Appendix
A. Each career path is characterized by the jobs an employee has held and currently
holds within an organization, supplemented with individual, employee-specific data.
For each job-employee combination, we observe a performance score y (see Section 4).
Employee 1 covers the sequential trace of functions 1, 3, and 5 with respective observed
performance scores of 0.4, 0.8, and 0.5. Our recommendation system proposes a sensible
next step in this employee’s career path by ranking all possible job-employee matches
and selecting the one with the highest predicted score ŷ.

Fig. 1: A simplified example of three careers from a process point of view.
Related work. In this work, we focus on data-driven decision support for internal
employee placement. We look at predictive job-employee matching in a post-hire setting
where we consider careers from a process perspective. To the best of our knowledge,
this has not been studied before.
Human Resource Analytics (HRA) as a term is relatively new, only appearing in

the HR literature in 2003-2004 [14]. HR analytics as a whole cover a broad variety of
subjects, including descriptive, predictive, and prescriptive analyses. A taxonomy of
research topics is given by [14] and [15].

In the field of HRA, analytics are often used for the prediction of employee performance,
employee turnover, the design of retention strategies, job-employee matching, and
simulating recruiters’ decisions. Research on performance prediction in the setting of
recruitment and selection has been done by [16–25]. Several data mining and machine
learning approaches to predict employee turnover have been proposed by [19, 26–29]. As
an extension, [16] also come up with data-driven retention policies. A literature review is
provided by [30]. [31] combine the prediction of performance and turnover simultaneously.

A good overview of job-employee matching can be found in reference works such as
[31–34]. However, most work focuses on pre-hire matching in the context of recruitment
and selection. Research on job-employee matching through social network information
and based on resumes is done by [24, 35–39]. Research on job recommender systems
has been can be found in the work of [32–34, 40–42].

Contributions. We develop an internal recommendation system for organization-
specific internal employee placement.To provide decision support, we propose a job-
employee matching method to manage the internal placement of employees and guide



Internal Placement: Job Recommender Systems with Social Regularization 3

career path decisions. We look at careers from a longitudinal perspective, starting from
data in the format of an event log, supplemented with personal employee information
and a performance score for each observed job-employee match. We start with a
collaborative filtering approach, which recommends job-employee matches based on
the similarity of performance with other employees. To integrate information in the
recommender system captured by personal employee data like the education and field
of study, we introduce a social regularization term.

3 Methodology

We denote job-employee matches with their corresponding outcome in the format
of an event log, where a case represents an employee, an activity a function, and
a trace an employee journey within an organization. Formally, we have access to
D={(uk,tsk,tek,vk,xk,yk,):k=1,...,K}. An example of D can be found in Table 1. Each
tuple (uk,t

s
k,t

e
k,vk,xk,yk) represents a job-employee match with employee uk holding

job vk from time tsk to time tek with an observed outcome yk. Employee uk has features
xk which include amongst others, dependent on the dataset, the branch of study, degree,
age, and gender. In total, we observe K job-employee matches multiple tuples can refer
to the same employee.

Personalized RSs provide suggestions to a user based on their profile. In the setting
of this research, an RS provides a relevant next step in a career to an employee, based
on their profile. An employee profile Di⊆D of person ui consists of the combination
of Hi tuples where Hi is the number of jobs this employee has occupied within this
organization. Hence, Hi tuples {(uh,tsh,teh,vh,xh,yh,) :h=1,...,Hi} contribute to one
employee profile. Additionally, we assume that each unique job v can be executed at most
once by each employee ui. Consequently, an employee profile Di consists of (i) the visited
jobs with their corresponding performance score y and (ii) personal information xh.

u ts te v x1 x2 x3 x4 x5 y
1 10/2014 06/2016 Function 1 MSc Physics F 1975 1 0.4

D11 07/2016 02/2019 Function 3 MSc Physics F 1975 1 0.8
1 03/2019 07/2022 Function 5 MSc Physics F 1975 1 0.5
2 09/2009 02/2016 Function 1 BSc Finance M 1981 0.8 0.9

}
D22 03/2016 07/2022 Function 4 BSc Finance M 1981 0.8 0.3

3 06/2016 03/2019 Function 2 PhD Electronics M 1977 1 0.8
}
D33 04/2019 07/2022 Function 3 PhD Electronics M 1977 1 0.3

4 . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1: Synthetic example data D in the format of an event log. The visual
representation of these career paths is depicted in Figure 1.

Collaborative filtering. Typically, two types of collaborative filtering (CF) algo-
rithms are commonly used: neighborhood-based and model-based. Neighborhood-based
approaches focus on the similarity between either users or items, whereas model-based
approaches start from the user-item rating matrix R. The latter category includes the
latent factor approach which we apply and further extend in this work.
CF starts from a matrix R∈Rm×n describing the outcome of m employees on n

jobs which can be directly derived from D. An example is given in Tables 1 and 2.
We observe K job-employee matches, which results in matrix R with a sparsity of
(1− K

m×n). The latent factor approach aims to factorize this matrix R by two matrices

U∈Rl×m and V ∈Rl×n with l<min(m,n).
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u
v

Function 1 Function 2 Function 3 Function 4 Function 5 Function 6

1 0.4 0.8 0.5 . . .
2 0.9 0.3 . . .
3 0.8 0.3 . . .
4 . . . . . . . . . . . . . . . . . .

Table 2: Synthetic example data in the format of observed job-employee rating
matrix Rm×n, derived from D.

Equation 1 represents the loss function L which is minimized by using gradient descent
to obtain two matrices U and V [43, 44]. Ultimately, with these two matrices, the matrix

R̂=UTV with a predicted outcome ŷij for each combination of ui and vj is calculated.

min
U,V

L(R,U,V )=
1

2

m∑
i=1

n∑
j=1

Iij
(
Rij−UT

i Vj
)2

︸ ︷︷ ︸
(i)

+
λ1
2
∥U∥2F+

λ2
2
∥V ∥2F︸ ︷︷ ︸

(ii)

(1)

Term (i) expresses the difference between the observed outcomes in matrix R and the
reconstructed outcomes UTV . Iij is the indicator function that takes value 1 if employee
ui held position vj in the past and takes value 0 otherwise. Term (ii) consists of two
regularization terms with hyperparameters λ1 and λ2 to avoid overfitting. ∥·∥2F denotes
the Frobenius form. The complete algorithm of default CF and its implementation can
be found in Appendix B.

Collaborative filtering with social regularization. The basic version of CF does,
however, have its shortcomings. The algorithm only learns similarity through the
unordered set of job positions that employees held in the past. Consequently, the basic
version of CF does not take into account personal information xi. To overcome this
shortcoming, we extend the basic methodology of collaborative filtering through matrix
factorization with social regularization as introduced by [45]. Social regularization stems
from the idea that users of a system attach more importance to the recommended
items of friends they trust and are close to in a social network. In this work, we make
an abstraction of trust, friends, or even proximity in a social network and replace a
list of friends with a list of similar employees based on x.

For each employee ui, personal data is stored in xi. Dependent on the dataset, this
can include the branch of study, degree, date of birth, full-time equivalent, type of
contract, location of employment, and marital status. Some features are numerical,
others are categorical. With this set of personal information, similarities between
different employees to identify resembling peers are calculated.

The more similar two employees ui and up are, e.g. by having the same field of study
or degree, the more similar their latent representations Ui and Up should be as it is
expected that the more similar two employees are, the more similar their performance
will be in a certain position. We enforce this by introducing a social regularization term
that compares one employee ui and their m−1 peers up individually, given by (iii)
in Equation 2 where β>0.
Sim(i, p) is some similarity metric that takes as input the personal informa-

tion of two employees and handles the mix of numerical and categorical compo-
nents by combining and weighting a numerical and categorical metric: Sim(x,y)=
γ ·NumSim(xnum,ynum)+(1−γ)·CatSim(xcat,ycat) where xnum are the numerical
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and xcat the categorical variables of vector x. For NumSim we use the cosine similarity.
For CatSim we use the overlap measure between two categorical vectors, which will
be directly proportional to the number of attributes in which they have an equal value
[46]. γ is set to the fraction of numerical features. A large value of Sim(i,p) indicates
that the distance between feature vectors Ui and Up should be low and vice versa.

The complete loss function, Equation 2, consists of three terms. The social regulariza-
tion term is labeled by (iii). The algorithm of CF with SR can be found in Appendix C.

min
U,V

L(R,U,V )=
1

2

m∑
i=1

n∑
j=1

Iij
(
Rij−UT

i Vj
)2

︸ ︷︷ ︸
(i)

+
λ1
2
∥U∥2F+

λ2
2
∥V ∥2F︸ ︷︷ ︸

(ii)

+
β

2

m∑
i=1

m∑
p=1

Sim(i,p)∥Ui−Up∥2F︸ ︷︷ ︸
(iii)

(2)

4 Experimental evaluation

Data. We have access to three real-life datasets in the format of an event log. Formally,
each tuple (uk,t

s
k,t

e
k,vk,xk,yk) represents a job-employee match. The observed perfor-

mance score y∈ [0,1] is a weighted score that combines multiple criteria. The criterion as a
function of lead time is sigmoid shaped where an ideal score is reached when the employee
stays in a position for at least three years to account for onboarding costs. Other criteria
include the personal fit in a team. How this observed y is calculated, e.g. the details on
the ideal lead time, is the result of industry feedback by the providers of the datasets.

We have access to three private datasets extracted from an HRIS. An concise overview
is given by Table 3. Dependent on the dataset, available features in x contain information
on degree, branch of study, contract type, location of employment, and full-time
equivalent (FTE). The values for these features change over time only for a small fraction
of observations. In these cases, we take into account the last observed values, since the
dataset is split in an out-of-time manner for validation and testing. Available features that
are not taken into account are nationality, marital status, residence zip code, and gender.

Sector #Employees #Jobs #Matches Timeframe Rm×n sparsity

Dataset 1 High-tech R&D ±3000 ±250 5062 2009-2021 99.3%
Dataset 2 IT Services ±4500 ±200 11327 2012-2022 98.7%
Dataset 3 HR Services ±1500 ±500 3792 2012-2021 99.5%

Table 3: Overview of datasets

Experiment setup. The dataset is split into a training, validation, and test set with
proportions of 0.5/0.25/0.25 in an out-of-time way. Then we create a job-employee
rating matrix Rm×n, based on the performance scores of the observed matches. Table
2 shows a simplified example. Next, the following hyperparameters are tuned on an
out-of-time validation set: learning rate α, regularization parameters λ1 and λ2, learning
steps n, social regularization parameter β, and the dimensionality L of the latent factor
representation. The tuning of these hyperparameters is done separately for each dataset.

We consider metrics for the estimated performances ŷ (MAE and RMSE) and rank-
correlation measures to assess the relative ranking of proposed job-employee matches
(Spearman and Kendall). The logic for the latter is that the expected performance of
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matches can be compared relative to other proposed matches, rather than looking at
the predicted scores themselves. To be able to make a ranking, only observations withs
more than two matches are taken into account. A higher score is better.

Results. We test the performance of collaborative filtering (CF) without and with
social regularization (CF+SR) on three real-life datasets. We compare this to the case
where predictions of y are drawn randomly from a uniform distribution ŷ∈ [0,1] and
to the case where all predictions of y are set to 0.5. Table 4 summarizes the results.

CF CF+SR Random ŷ ŷ=0.5

Dataset 1

MAE 0.2346 0.2083 0.3221 0.2058
RMSE 0.2909 0.2517 0.3892 0.2543
Spearman 0.2327 0.3897 -0.0432 0
Kendall 0.1621 0.3197 -0.0288 0

Dataset 2

MAE 0.2242 0.2099 0.368 0.286
RMSE 0.2846 0.2577 0.4416 0.3241
Spearman 0.0310 0.1646 -0.0936 0
Kendall 0.0458 0.1582 -0.1191 0

Dataset 3

MAE 0.1971 0.1720 0.3552 0.2775
RMSE 0.2464 0.2264 0.4338 0.3188
Spearman 0.2022 0.2405 0.0007 0
Kendall 0.1908 0.1949 0.0281 0

Table 4: Summary of results. for MAE and RMSE, a lower score is better.
For Spearman and Kendall, a higher score is better.

For every dataset, adding an SR term improves the performance of collaborative
filtering. It is important to check for multiple metrics. For dataset 1, a fixed prediction
of ŷ=0.5 performs surprisingly well in terms of MAE and RMSE, but fails to predict
the ranking of the matches. For dataset 2, the addition of an SR term barely improves
MAE and RMSE, but strongly corrects the weak performance of CF’s ability to rank.

5 Conclusion

Analytics have great transformative potential in HR decision support. To provide this sup-
port, we approach careers from a process perspective which offers dynamic modeling tech-
niques in correspondence with the increasing non-linearity of career paths. In this article,
we present a recommender system to manage internal staffing by proposing job-employee
matches. We use collaborative filtering as a baseline method, which we then extend with
social regularization. This allows for the inclusion of other sources of data than the set of
jobs an employee held by calculating similarities between different employees based on
personal information. Adding the social regularization term to the loss function results
in improved performance in comparison with the default collaborative filtering approach.

Future work will focus on mitigating the effect of selection bias, i.e., controlling for
the current HR policies that result in the non-random selection of the next functions
in a career path. This issue could be solved with causal methods.
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Appendix A Employee journey map

Fig. 2: An employee journey map of dataset 1 displayed as a directly-follows graph.
Each rectangle corresponds to a function and each arc to a possible transition between
functions. This representation is simplified, as only 30% of functions and 10% most
frequent transitions are displayed. The full employee journey map has a higher complexity.
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Appendix B Algorithm Collaborative Filtering

Algorithm 1: Collaborative Filtering

Input : observed ratings R, empty matrices U and V , learning rate α, regularization
parameters λ1 and λ2, learning steps n, stopping threshold t

Output :matrix R̂=UTV with estimated ratings
1 for steps=1,2,...,n do
2 for each element Ri,j do
3 if Ri,j>0 then

4 ei,j :=Ri,j−R̂i,j ; > calculate error
5 for each user i do
6 Ui :=Ui+α(ei,jVj︸ ︷︷ ︸

(i)

+λ1Ui)︸ ︷︷ ︸
(ii)

; > update vector Ui

7 for each job j do
8 Vj :=Vj+α(ei,jUi︸ ︷︷ ︸

(i)

+λ2Vj)︸ ︷︷ ︸
(ii)

; > update vector Vj

9 e :=
1

2

m∑
i=1

n∑
j=1

Iij
(
Rij−UT

i Vj

)2

︸ ︷︷ ︸
(i)

+
λ1

2
∥U∥2F +

λ2

2
∥V ∥2F︸ ︷︷ ︸

(ii)

;

10 if error e<t then
11 break ; > stop if error falls below threshold t

Return : R̂=UTV
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Appendix C Collaborative Filtering with Social Regularization

Algorithm 2: Collaborative Filtering with Social Regularization

Input : observed ratings R, empty matrices U and V , learning rate α, regularization
parameters λ1 and λ2, learning steps n, stopping threshold t, social
regularization parameter β, similarity metric Sim

Output :matrix R̂=UTV with estimated ratings
1 for steps=1,2,...,n do
2 for each element Ri,j do
3 if Ri,j>0 then

4 ei,j :=Ri,j−R̂i,j ; > calculate error
5 for each user i do
6 γi=

∑m
p=1Sim(i,p)(Ui−Up) ; > social regularization

7 Ui :=Ui+α(ei,jVj︸ ︷︷ ︸
(i)

+λ1Ui︸ ︷︷ ︸
(ii )

+βγi︸︷︷︸
(iii )

) ; > update vector Ui

8 for each job j do
9 Vj :=Vj+α(ei,jUi︸ ︷︷ ︸

(i)

+λ2Vj)︸ ︷︷ ︸
(ii)

; > update vector Vj

10 e :=
1

2

m∑
i=1

n∑
j=1

Iij
(
Rij−UT

i Vj

)2

︸ ︷︷ ︸
(i)

+
λ1

2
∥U∥2F +

λ2

2
∥V ∥2F︸ ︷︷ ︸

(ii)

+
β

2

m∑
i=1

m∑
p=1

Sim(i,p)∥Ui−Up∥2F︸ ︷︷ ︸
(iii)

11 if error e<t then
12 break ; > stop if error falls below threshold t

Return : R̂=UTV


